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ABSTRACT    Most existing classification approaches assumed underlying training data set 

to be evenly distributed. However, in the imbalanced classification, the training data set of one 

majority class could far surpass those of the minority class. This becomes a problem because it’s 

usually produces biased classifiers that have a higher predictive accuracy over the majority class, but 

poorer predictive accuracy over minority class. One popular method recently used to rectify this is 

the SMOTE (Synthetic Minority Over-Sampling Technique) which combines algorithms at data level. 

Therefore, this paper presents a novel approach for learning and imbalanced data sets, based on a 

combination of the SMOTE algorithm and the boosting procedure by focusing on a two-class problem. 

The Bidikmisi data set is imbalanced, because the distribution of majority class examples is 15 times 

the number of minority class examples. All models have been evaluated using stratified 5-fold cross-

validation, and the performance criteria (such as Recall, F-Value and G-Mean) are examined. The 

results show that the SMOTE-Boosting algorithms have a better classification performance than the 

AdaBoost.M2 method, as the g-mean value increases 4-fold after the SMOTE method is used. We 

can say that SMOTE-Boosting algorithm is quite successful when taking advantage of boosting 

algorithms with SMOTE. When boosting affects the accuracy of the random forest by focusing on all 

data classes, the SMOTE algorithm alters the performance values of the random forest only in 

minority classes. 

 

Keywords:   Boosting, G-mean, Imbalanced classification, SMOTE 

 
 

1. INTRODUCTION 

 

Data mining is a method often used to 

determine the hidden relationship between 

variables (Han et al, 2006). There are mixtures 

of prevalent information mining undertakes 

inside the instructive information mining, e.g., 

grouping, bunching, anomaly location, 

affiliation standard, expectation, and so forth. 

In recent years, many applications of data 

mining are used to handle cases with large data 

or big data. In this study, the application of data 

mining was conducted by using the local data 

of Bidikmisi scholarships. Suryaningtyas et al. 

(2018) showed that the Bidikmisi grantee 

status Binary type (0 and 1) and then 

performed the classification analysis with 

Bayesian Bernoulli Mixture regression and 

Bayesian binary logistic regression. Cahyani et 

al. (2018) used Regression and Neural 

Network analysis to classify the acceptance of 

Bidikmisi scholarships and showed that the 

classifier is not good enough for imbalance 

data case. As the data collection and storage 

technology has made it possible to organize a 

huge amount of data, the class imbalance issue 
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has received worthy consideration in the 

classification problems. Imbalance class for a 

binary classification problem occurs when one 

class (majority class) highly exceeds the 

number of another class (minority class). 

 

The classification technique aims to 

find a decision function that accurately predicts 

the class of testing data derived from the same 

distribution function as the data for training. 

The large class is called the majority class 

(negative class) while the smaller class is 

called the minority class (positive class). 

Under such conditions, most classifiers are 

biased towards the major class since the 

classification engine will be inclined to predict 

the major class and ignore the minor class 

(Japkowicz & Stephan, 2002).  Imran et al. 

(2016) used three re-sampling techniques: 

SMOTE (Synthetic Minority Oversampling 

Technique), ROS (Random over Sampling), 

and RUS (Random under Sampling) with three 

different classifiers and trained them with the 

rebalanced data. There are several approaches 

to learning methods used to overcome the 

problem of imbalanced data; one of them is the 

ensemble method. The ensemble method, in 

principle, combines a set of classifiers that are 

trained in order to create a better classifier 

model that makes the ensemble classifier more 

accurate than the original classifier in 

performing a classification (Han et al, 2012). 

According to Schapire in Leaes et al. (2017), 

one approach that can be used to improve the 

performance of classification on imbalanced 

data is boosting. Boosting can improve 

performance by exploiting classification errors, 

which involves using the base classifier. We 

used the SMOTE-Boosting algorithm (Chawla 

et al, 2003) which provides good performance. 

SMOTE-Boosting modifies the Adaptive 

Boosting algorithm (Freud & Schapire, 1995) 

by employing the SMOTE algorithm in each 

iteration. The purpose of SMOTE is to increase 

the probability of selecting hard-to-class 

samples, derived from the minor class, into the 

training data in each iteration so as to make the 

base classifier to focus more on minor class 

observations. This will certainly improve the 

accuracy of classification of minority classes. 

 

This paper is structured as follows. In 

section two, a brief explanation of ensemble 

methods and its algorithm are given. The 

performance evaluation for imbalanced data is 

discussed in section three, followed by results 

and discussion in section four. The conclusion 

is presented in section five. 

 

2. ENSEMBLE METHODS 

 

In this section, the ensemble method 

that is used for imbalanced data set for the 

Bidikmisi scholarship is presented. The 

ensemble classification method combines a 

collection of classifications to create a single 

composite model to provide better accuracy. 

Experimental studies such as Bühlamann and 

Hothorn (2007) showed that predictions from 

composite models provide better results 

compared to single-model predictions. This 

ensemble method has become popular in the 

last few decades, with some of the most 

popular combining techniques include 

Boosting (Freud & Schapire, 1996), Cost 

sensitive boosting (CSB) by Ting (2000) and 

Cost-Sensitive boosting algorithm (Sun et al, 

2005). The most recent algorithm is 

SMOTEBoost, which successfully utilizes the 

benefits of both boosting and the SMOTE 

algorithm for an imbalanced dataset (Chawla 

et al, 2003), will be explained in the next 

section. 

 

2.1 Adaptive Boosting M2 Algorithm 

 

Boosting, which was introduced by 

Schapire in Leaes et al. (2017), is one of the 

ensemble methods used to improve the 

performance of a learning algorithm by 

combining a collection of weak classifiers to 

form a strong end classifier. Adaptive boosting 

is one of the boosting algorithm introduced by 

Freud & Schapire (1995). In this paper, we use 

well-known modifications that have been 

employed in imbalanced domains: 

AdaBoost.M2 (Schapire & Singer, 1999).  
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Note that this algorithm cannot deal with the 

imbalanced problem directly; it has to be 

combined with another technique as its base 

classifier. The goodness of a base classifier is 

measured based on the pseudo-loss, as seen in 

Algorithm 1.

 

 

Algorithm 1 AdaBoost.M2 

Input:    , ,..., ,i i m my yx x where 
i x X  and  1,...,iy k Y  

Given:     , : 1,..., , iB i y i m y y    

1. Train weak learner or base classifier use tD  distribution 

 1( , ) 1/  for ,D i y B i y B   

2. for 1,2,...,t T  

3. Compute weak hypothesis  :   Y 0,1th X    with pseudo-loss, Equation (1). 

      
 ,   

1
, 1 , ,

2
t t t i i t i i

i y B

D i y h x y h x y


                                                                                       (1) 

If 0.5t  , then the learning process stops.      

4. Set 
 1

t
t

t








                                                                                                           (2) 

5. Update weight value  

    
1

1 , ,
2

1

( , )
( , )

t i i t i ih x y h x y
t

t t

t

D i y
D i y

Z


 
  

 
                                                                                     (3) 

 where tZ  is a normalization contact that makes 
1

1

( , ) 1
m

t

i

D i y



  

Output: Boosted classifier 

 
1

1
( ) arg max log  ( , )

T

t
y Y

t t

H x h x y




 
  

 
                                                                                           (4) 

 

As mentioned earlier, this algorithm 

needs base classifier as its weal learner. In this 

paper, both AdaBoost.M2 and SMOTE-

Boosting used the random forest as a base 

classifier. 

 

2.2 SMOTE-Boosting Algorithm 

 

The algorithm SMOTE-Boosting was 

proposed by Chawla et al. (2003). SMOTE-

Boosting combines the SMOTE algorithm and 

standard boosting procedures, utilizing 

SMOTE to improve minority class predictions 

and utilizing boosting to avoid sacrificing 

accuracy over the entire data set. SMOTE is 

one method of dealing with imbalanced data 

proposed by Chawla et al. (2002). The basic 

idea of SMOTE is to increase the number of 

samples in the minor class to equal the major 

class, by generating synthetic data based on the 

nearest neighbor, k-nearest neighbor, where 

the nearest neighbor is selected based on the 

Euclidean distance between the two data. 

Suppose the given data with p variable is 

 and , then the 

Euclidean distance d(x,z) is defined as follows:

 

 

                          2 2 2

1 1 2 2( , ) (x z ) (x z ) ... (x z ) .p pd       x z                (5) 

 

 

 p

T x,...,x,x 21x  p

T z,...,z,z 21z
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Synthetic data generation is done by using the following equation: 

 

                                                 ( ) .syn i knn i   x x x x                 (6) 

 

Synthetic samples are generated in the 

following way: Take the difference between 

variable vector (sample) under consideration 

 ix  and its nearest neighbor  knnx . Multiply 

this difference by a random number between 0 

and 1   , and add it to the variable vector 

under consideration  ix . This cause the 

selection of a random point along the line 

segment between two specific variables, and so 

this approach effectively forces the decision 

region of the minority class to become more 

general. 

 

SMOTE method is also used to handle 

continuous and nominal mixed data sets, and it 

is known as SMOTE-NC. Based on research 

by Chawla et al (2002) using data Adult from 

USI repository, the dataset has 6 continuous 

variables and 8 nominal variables. The 

SMOTE and SMOTE-NC algorithm are used 

to approve the dataset. In this study, 10 

nominal variables and one continuous variable 

were used. Based on the study using data from 

the UCI repository, data showed that 

SMOTEBoost is able to achieve higher F-

values than AdaCost, due to SMOTE’s ability 

to improve coverage of the minority class. 

 

The SMOTE-NC (Synthetic Minority 

Oversampling Technique – Nominal 

Continous) algorithm is described as follows: 

 

1. Median Computation: Compute the 

median standard deviation of continuous 

variable for minority classes. If the 

nominal variables differ between a sample 

and its potential nearest neighbor, then this 

median is included in the Euclidean 

distance computation. The median is used 

to override differences in nominal 

variables by an amount that is related to the 

typical difference in continuous variable 

values. 

2. Nearest Neighbor (k) Computation: 

Compute the Euclidean distance between 

the variable vector in which the nearest 

neighbor's k are being identified (minority 

class sample), and other variable vectors 

(minority class sample) using the 

continuous variable space. For each 

different nominal variables between the 

considered variable vector and its potential 

nearest-neighbor, including the median 

standard deviation calculated earlier, in the 

calculation of Euclidean distance. 

3. Creating Synthetic Samples: The 

continuous variable of the new synthetic 

data for minority classes are created using 

the same SMOTE approach as described 

earlier. The nominal variables are given the 

value occurring in the majority of the k-

nearest neighbors. 

 

The purpose of merging the SMOTE 

and AdaBoost.M2 algorithm is to increase the 

True Positive (TP) rate. SMOTE-Boosting 

successfully combines AdaBoost.M2 and 

SMOTE, while AdaBoost.M2 tries to improve 

the accuracy of the classifier by focusing on the 

“difficult to classify” observations that come 

from both classes, SMOTE tries to improve the 

performance of the classifier only on 

observations in minority classes. Therefore, in 

several consecutive boosting iterations, 

SMOTE-Boosting was able to make wider 

decision areas for minority classes than the 

standard boosting method. SMOTE-Boosting 

initially used the iteration procedure from 

AdaBoost.M2, by Freud & Schapire (1995). In 

the AdaBoost.M2 iteration procedure, the 

classification result of the classifier component 

is first brought into the form of probability [0,1] 

for later use in calculating pseudo loss. 

SMOTE-Boosting introduces synthetic 

instances just before Step 3 of AdaBoost.M2 

(Algorithm 1), as seen in Algorithm 2.
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Algorithm 2 SMOTE-Boosting 

Input:    , ,..., ,i i m my yx x where i x X  and  1,...,iy k Y  

Given:     , : 1,..., , iB i y i m y y    

1. Train weak learner or base classifier use tD  distribution 

 1( , ) 1/  for ,D i y B i y B   

2. for 1,2,...,t T  

3. Modify distribution Dt by creating N synthetic examples from minority class using the 

SMOTE algorithm 

4. Compute a weak hypothesis  :   Y 0,1th X    with pseudo-loss, Equation (7). 

      
 ,   

, 1 , ,t t t i i t i

i y B

D i y h x y h x y


                                                             (7) 

If 0.5t  , then the learning process stops. 

 

5. Set 

 1

t
t

t








                                                                                                     (8) 

6. Update weight value: 

    
1

1 , ,
2

1

( , )
( , )

t i i t i ih x y h x y
t

t t

t

D i y
D i y

Z


 
  

 
                                                                           (9) 

 where tZ  is a normalization contact that makes 
1

1

( , ) 1
m

t

i

D i y



  

Output: Boosted classifier 

1

1
( ) arg max log  ( , )

T

t
y Y

t t

H x h x y




 
  

 
                                                                             (10) 

 

2.3  Tools and Techniques Used 

 

In this paper, Data Mining techniques 

are used for the prediction of Bidikmisi data set. 

The techniques are classification using 

Random Forest algorithm, combined with 

SMOTE and boosting algorithm. For 

implementation of all these classification tasks 

we have used ebmc package in R, and Minitab. 

 

 

3. PERFORMANCE 

EVALUATION FOR 

IMBALANCED DATASET 

 

Actual data and predictive predicted 

data from the classification model is presented 

using a confusion matrix, which contains 

information about the actual data class 

represented in the matrix row and the 

prediction data class in the column (shown in 

Table 1). Traditionally, the accuracy rate has 

been the most commonly used empirical 

measure. However, in the case of the 

imbalanced class where the majority class is 90% 

of the total population, the classification results 

will achieve high accuracy because it only sees 

the majority class. It is clear that in the case of 

imbalanced, the accuracy of classification is 

not sufficient as a standard criterion measure. 

According to Joshi et al in Bayisa et al (2018), 

the value of metrics, such as recall, precision 

and F-value have been used to understand the 

performance of learning algorithms in minority 

classes. Based on Table 1, recall and F-value 

can be calculated as follows:

 



Malaysian Journal of Science 38 (Special Issue 2): 36 - 45 (2019) 
 

THE INTERNATIONAL SEMINAR ON MATHEMATICS IN INDUSTRY (ISMI)  

AND THE INTERNATIONAL CONFERENCE ON THEORETICAL AND APPLIED STATISTICS (ICTAS) 

ISMI-ICTAS18 [4-6 SEPTEMBER 2018] 

 

41 

 

                                                       
TP

Recall= .
(TP+FN)

              (11) 

                                                   
TP

Precision= .
(TP+FN)

               (12) 

                                           
2(Recall Precision)

F-Value .
Recall+Precision


              (13) 

 

 

Table 1: Confusion matrix. 

 

 Predictive Positive Class Predictive Negative Class 

Real Positive Class True Positive (TP) False Negative (FN) 

Real Negative Class False Positive (FP) True Negative (TN) 

 

 

The recall value provides information on how 

minority classes are identified, but maybe at 

the expense of precision through 

misclassification of the majority class. The 

commonly used sensitivity and specificity are 

taken to measure the performance of each 

algorithm on the imbalanced data sets. They 

are defined as:

 

 

                                                  
TN

Specificity= .
(TN+FP)

              (14) 

                                                  
TP

Sensitivity= .
(TP+FN)

              (15) 

                                          G-Mean= Sensitivity × Specificity.              (16) 

 

 

 

To perform an overall performance 

evaluation, geometric mean (G-mean) can be 

used. G-mean is the geometric average of 

Recall (Sensitivity) and Specificity. According 

to Li et al. (2008), several studies use G-mean 

measurements to evaluate the performance of 

algorithms on imbalanced data problems 

because this measure combines sensitivity and 

specificity by taking the geometric mean. If all 

positive classes are unpredictable, then the G-

mean will be zero, so expect a classification 

algorithm to reach a high G-mean value. 

 

 

4. RESULTS AND 

DISCUSSION 

 

In this paper, the experiments were 

performed on the Bidikmisi data set 

summarized in Table 2 and Table 3. The 

dataset contains 10829 records and 11 

variables of 2017 East Java Bidikmisi 

Scholarship applicants. The data attributes can 

be classified as demographic attributes (such as 

occupation, education, housing ownership, 

area of residential land, area of residential 

building, etc).
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Table 2: Summary of the Bidikmisi data set. 

 

Data set 
Number of majority 

class instances 

Number of minority class 

instances 

Number of 

classes 

Bidikmisi 10143 686 2 

*Source: Kemenristekdikti of the Republic of Indonesia 

 

 

 

Table 3: Summary of the nominal and continuous variables 

 

Number of nominal variables 10 

Number of continuous variable 1 

*Source: Kemenristekdikti of the Republic of Indonesia 

 

 

The Bidikmisi data set has a mixture of 

both nominal and continuous variables (see 

Table 3), so SMOTE-NC is used to obtain 

synthetic data. Based on Figure 1, the 

distribution of class categories showed that 

there is an imbalanced data. The number of 

majority class examples is 15 times the number 

of minority class examples, so we increase the 

SMOTE parameter N value to 1500. Then we 

obtained the new train and test data sets by 

stratified 5-fold cross-validation.

 

  

 
 

Figure 1: Data characteristics based on student status. 

 

 

As shown in Figure 1, the majority 

class is accepted as student status with 97% 

and only 3% is minority class, i.e., student's 

status is not accepted. Such a condition would 

cause the classifier to be biased against the 

majority class, meaning that the classification 

engine would tend to predict the majority class 

and ignore the minor class. Therefore, the 

ensemble classification method is expected to 

be able to handle the problem created. The 

experimental result for the Bidikmisi data set 

is presented in Figures 2 to 3.  

Performance evaluation for 

classification Bidikmisi data set in this study 

used several criteria to support decision 

making. Figures 2 and 3 show the results of 

methods and performance in experiments with 

different iteration presented as follows.
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(a) (b) 

Figure 2: Recall and F-value of the Bidikmisi data set when boosting random forest: 

(a) Tree=100 and (b) Tree=50 are applied. 
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(a) (b) 

Figure 3: G-mean of the Bidikmisi data set when boosting random forest: (a) Tree=100 and 

(b) Tree=50 are applied. 

 

The analysis of Figure 2 and 3 shows 

the behavior of the ensemble method with 

respect to the different number of iterations. It 

is apparent that the SMOTE-Boosting 

achieved higher f-value than AdaBoost.M2. 

We also compared the boosting algorithm with 

different random forest trees. 

 

The recall value shown in Figure 2 

shows the behavior of the ensemble method 

with respect to the number of iterations. It can 

be seen that the value of the recall tends to be 

stable or show an ascending pattern. The recall 

value corresponds to a true positive and a false 

negative (recall = TP / (TP + FN)). Then false 

negative will have a greater value than true 

positive, due to the increase of predicted minor 

class to the majority class. As for the value of 

f-value, it is the geometric average of the 

precision and recall value. SMOTE embedded 

within the boosting procedure additionally 

improved the recall achieved by the boosting 

procedure, thus increasing the F-value. 

SMOTE, as a part of SMOTE-Boosting, allows 

the learners to broaden the minority class scope, 

while the boosting, on the other hand, aims at 

reducing the number of false positives. 

 

G-mean is the geometric mean value of 

the recall value for each class. Since the value 

of the recall tends to experience an ascending 

pattern during the initial phase of the iteration, 

the G-mean value tends to have the same 

pattern. It can be seen in Figure 3 that the G-

mean of SMOTE-Boosting method is higher 

than AdaBoost.M2, where the highest G-mean 

value is 38.45%, earned when the number of 

iterations was 41 with tree=100.
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Figure 4: Clustered boxplot boosting performance of G-mean. 

 

Figure 4 presents a boxplot of the G-

mean values generated in each model. The G-

mean value generated using the SMOTE-

Boosting, shown in the figure by the blue box, 

was higher compared to AdaBoost.M2. The G-

mean value is generated using the 

AdaBoost.M2, shown by the red box in the 

figure. The median for both methods seems 

similar, but the variations of G-mean generated 

by the SMOTE-Boosting algorithm tend to be 

smaller than the AdaBoost.M2, ranges from 35% 

to 37%. It is also shown for different trees 

where each method gives an almost the same 

results. This indicates that the G-mean 

performance generated by SMOTE-Boosting 

is more stable than AdaBoost.M2. 

 

 

5. CONCLUSION 

 

All models have been evaluated using stratified 

5-fold cross-validation, and the performance 

criteria for each method are examined. The 

algorithm used is SMOTE-Boosting based on 

SMOTE algorithm integration in standard 

boosting procedures. The results of the 

imbalanced classes show that the SMOTE-

Boosting ensemble algorithms show better 

classification performance than the 

AdaBoost.M2 method. It can be said that 

SMOTE-Boosting methods are quite 

successful when taking advantage of boosting 

algorithms with SMOTE. While boosting 

affects the accuracy of the random forest by 

focusing on all data classes, the SMOTE 

algorithm alters the performance values of the 

random forest only in minority classes. 
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